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1 Executive Summary

The project entitled “Automated CWD Detection with Machine Learning for Vessel-based
Line-transect Survey” has been finished. The four primary objectives are:

1. To propose an automated detection framework for recognizing Chinese White
Dolphins (CWD) captured by video cameras.

2. To build a prototype based on the proposed detection framework.

3. To embed human expertise into the prototype.

4. To improve the effectiveness of the survey by performing simultaneous and continuous
detection on a 180-degree field of view.

The project started in 1 July 2020 and ended in 31 December 2021. Through the 18 months,
the realization of the 4 project objectives is illustrated as follows.

Objectives 1 & 2) This is the first work specially targeted at automatic CWD detection in the
sea using modern deep learning methodology. We propose to install video cameras on the survey
boat and rely on deep learning-based object detection methods for automatic dolphin detection. To
train the model for automatic dolphin detection, we first join boat survey trips from October 2020
to October 2021 to collect dolphin images. To prepare the dataset, we design an interactive dolphin
box annotation strategy to annotate sparse dolphin instances in long videos efficiently. The strategy
firstly adopts a coarse dolphin detector to generate candidate bounding-boxes and then display them
to human annotators for further refinement. Equipped with the strategy, we construct a “Dolphin
dataset” with more than 2.6k dolphin instances (surfacing dolphins). Thus, these objectives are
completed.

We compare the performance and efficiency of three off-the-shelf object detection algorithms,
including FasterRCNN [24], FCOS [27], and YoloVS5 [4], on the Dolphin dataset. Considering both
running speed and performance, we adopt the model using YoloVS as the dolphin detection
algorithm in the framework. At last, we incorporate the dolphin detector into the system prototype,
which receives the video stream from a GoPro camera, detects dolphins in video frames at 100.99
FPS on a standard desktop GPU (Nvidia RTX2080Ti) with high accuracy (i.e., 90.95 mean average
precision; mAP@0.5), and then notifies users of detection results in real-time.

Objective 3) We have embedded expert knowledge into our system in the following two ways.
First, one of the key steps in building the prototype is to train the detector with samples in which
sighted dolphins are labelled with the help of human experts so that, after training, the detector can
automatically identify features from the examples for recognizing the dolphins. The detector
implements a machine learning method based on artificial neural networks (NNs), such as
convolutional neural networks (CNNs), which use multiple layers to progressively extract higher
level features from input images. Second, since there are many distractors with similar appearance
to CWD (e.g., white plastic garbage), we have also added a specific distractor class to the detector
so that the NN can better discriminate between CWD and other objects. Thus, this objective is



completed.

Objective 4) The main goal of this objective was to show that the system can achieve acceptable
accuracy in the field while performing simultaneous and continuous detection over a large FOV. For
the field tests, the prototype system is built on two notebook PCs, each analyzing one video camera
stream in real-time. In the 2-camera prototype system, interactive operations are implemented to: i)
record the dolphin appearing time when a dolphin expert spots a dolphin; ii) judge and record
whether a detection made by the system is a true dolphin example or just a false positive. These
operations help validate that the system output is consistent with human dolphin experts. In the field
test, the two-camera system cover a 170-degree field of view (FOV) and perform simultaneous and
continuous detection. The FOV could be increased by simply further rotating the cameras away
from each other. Since each camera has an FOV of 140 degrees, the theoretical FOV for two-camera
system is 280 degrees. We did not measure any associated data, e.g., angle to transect line or distance
to camera. This associated data can be calculated in a straightforward way using the detection
location and the camera geometry — a good detector is a prerequisite for extracting the associated
data. See details in Section 16a3. Finally, note that we did not test embedding the detection system
into an actual line-transect survey to see whether it can improve the effectiveness of the human team,
as this was not our original intention in objective 4. This is interesting future work, and please see
the details in Section 16a5.

In summary, we have fully met the first 3 objectives, and partially fulfilled the 4™ objective as
we did not measure the associate data (angle and distance). Future work can consider adding the
ability to calculate associated data such as angle and camera distance. Moving forward, it will be
interesting to incorporate the system into line-transect surveys to improve efficiency/effectiveness
of the human survey team. We have outlined some possible future works in Section 16a.

2 Project Title

Automated CWD Detection with Machine Learning for Vessel-based Line-transect Survey
3 Project Period

From 1 July 2020 to 31 December 2021

4 Nature of the Project

O Marine Habitat & Resource Conservation & Enhancement
™ Scientific Research & Studies

O Environmental Education & Eco-tourism

5 Brief description of the Purpose of the Project

For ecological protection of the ocean, biologists usually conduct line-transect vessel surveys
to measure a species’ population density within their habitat. Specifically, the survey area is rigidly
divided by parallel lines, and one vessel sails along the line and records instances of the species for
each line. A system for automatic detection of Chinese White Dolphins (CWDs) has potential
applications in line-transect surveys to both reduces human experts’ workload and improve overall
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accuracy. However, dolphin detection in the wild is much more challenging than detection of other
common objects. The reasons lie in three aspects: (1) the scarcity of data in the wild, (2) varying
outdoor conditions, and (3) tiny/blur object instances in images.

In this project, we develop a practical system to detect Chinese White Dolphins in the wild
automatically, with an ultimate goal to assist human dolphin experts in vessel surveys. To prepare
the dataset, we design an interactive dolphin box annotation strategy to annotate sparse dolphin
instances in long videos efficiently. The strategy firstly adopts a coarse dolphin detector to generate
candidate bounding-boxes and then displays them to human annotators for further refinement.
Equipped with the strategy, we construct a “Dolphin dataset” with more than 2.6k dolphin instances.
Later, we compare the performance and efficiency of three off-the-shelf object detection algorithms,
including Faster-RCNN, FCOS, and YoloV5, on the Dolphin dataset and finally adopt YoloV5 as
the detector. At last, we incorporate the dolphin detector into a system prototype, which receives the
video stream from a GoPro camera, detects dolphins in video frames at 100.99 FPS per RTX2080Ti
GPU with high accuracy (i.e., 90.95 mAP@0.5), and then notifies users of the detection results in
real time. We ran 2 field tests on our system prototype and successfully show that the system can
detect dolphins during surveys with a 170 degree field-of-view (FOV).

6 Investigator(s) and Academic Department/Units Involved

Research Team Name / Post Unit / Department / Institution
Principal . Department of Computer Science,
Investigator Prof. Antoni B. Chan City University of Hong Kong
Department of  Electrical and
Co-investigator Prof. Victor C. S. Lee Electronic Engineering, The
University of Hong Kong
. Department of Computer Science,
Member Dr. Qi Zhang City University of Hong Kong
Department of Computer Science,
Member Dr. Hao Zhang City University of Hong Kong
Member Dr. Phuong Anh Department of Computer Science,
Nguyen City University of Hong Kong

Table 1. The Investigators and members of the project.
Remark: During the MEEF assessment meeting, a suggestion was made for us to include a dolphin
expert on our team. Please note that this suggestion was not shared with us as confirmed by the
ERM Secretariat. Thus the composition of the team remained the same throughout the project.
Nonetheless, all the data collection and field test were conducted together with dolphin experts.



7 Completed Activities against the Proposed Work Schedule

Proposed Actual
Activities Period Progress | Explanation for Deviation

(Extended) Period

The data collection was

_ _ period was extended to
1. Data collection Nov 2020 Oct 2020 Completed | collect more data for
Jun 2021 Nov 2021 . .
training and testing the

model in the experiments.

2. Framework Jul 2020 — | Jul 2020 — Completed
design Aug 2020 | Aug 2020 P
3. Prototype Sep 2020 — | Sep 2020 — Completed The implementation and

implementation | Jul 2021 Nov 2021 experiment period were
extended to improve the
performance of the model
Completed | and to thoroughly evaluate

on the newly collected

Aug 2021 — | Aug 2021 —

4. Experiments Oct 2021 Nov 2021

data.
The field test was delayed
. Nov 2021 — until the prototype was
5. Field tests Dec 2021 Dec 2021 Completed implemented and UI
designed for the field test.
6. Seminar Dec 2021 Dec 2021 Completed

Table 2. Completed activities against the proposed work schedule.

8 Detailed Project Introduction

Since 2016, the Hong Kong International Airport (HKIA) has been constructing a third runway
to fill up the required capacity for future air traffic [1]. The construction plan is to add 640 hectares
of artificial land to the north of Chek Lap Kok island in the Lantau area. This construction has been
causing construction-related disturbances to the surrounding ecosystem. These disturbances -
including noise, land reshaping, and increasing water traffics - affect the distribution and behavior
of marine mammals [19]. HKIA has been actively conducting research projects to study the impact
of the construction disturbances on marine mammals, particularly the Chinese White Dolphins (also
known as the Indo-Pacific Humpback Dolphin).
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Figure 1: Line-transect survey methodology and data collection system: (a) line-transect survey map, (b)

the camera locations, and (c) camera setup for data collection.



Researching marine mammals requires fieldwork, in which the researchers can observe,
approach, and collect data using vessels. The fieldwork follows the line transect survey
methodology [5]. In brief, the survey area is split into parallel lines, and the vessel is instructed to
follow these lines during the survey (see Fig. 1a). The survey team consists of 3 or 4 observers. A
pair of observers watches the water surface to detect marine mammals and record the sighting
experiences, while the other observers rest. Each observing split lasts 30 minutes and requires two
observers, one using binocular and one using unaided eyes, to cover a 180° field of view (FOV) in
front of the vessel (see Fig. 1b). This observation work is demanding, with observers rotating every
30 minutes to prevent fatigue. A survey trip takes an average 5-6 hours of non-stop observing,
depending on the survey area.

The FOV of the human eyes is about 190 degrees, which contains both central vision (60
degrees FOV around the center line) and peripheral vision (the remaining 130 degrees on the
outside). Peripheral vision has low visual acuity and is mainly sensitive to large motions. Dolphin
appearing in peripheral vision are too small to be noticed, and thus the observer needs to move their
heads around for scanning using central vision (60 degrees), and only the central 5 degrees has very
high visual acuity for perceiving small objects (e.g. reading text). Thus, a limitation of the human
observer is that they need to actively scan with central vision, and thus may miss some dolphins that
appear outside of the central vision FOV. Although the line transect methodology based on distance
sampling has assumed that some dolphins will be missed, the consistency of the density estimate
(with respect to modeling assumptions) will improve when fewer dolphins are missed during the
survey [44].

To this end we propose developing a marine mammal detection system that can fill the gaps by
analyzing all areas of the survey FOV simultaneously. A potential application of the proposed
system is its use in conjunction with line transect surveys, where it could help to reduce the chance
of missing sightings when the observer is not focusing on a particular area, and also reduce human
fatigue by reducing the amount of active scanning required by human observers. This study focuses
on detecting the most unique and precious marine mammals of Hong Kong, the Chinese White
Dolphins (CWDs or dolphins in short).

Different from common object detection problem, detecting dolphins in the wild encounters
several challenges:

®  Scarcity of dolphin surfacing. When continuously capturing video at sea, the appearance

of dolphins is rare, i.e., there are many more video frames without dolphin than with
dolphin. In addition, the appearing duration of a dolphin on the water surface is only
around 1-2 seconds on each occasion.
®  Small size of sighted dolphins. The detector should be able to detect dolphins that are as
small as possible so as to maximize the detection distance. For example, in our dataset,
the smallest recorded dolphins have a size of 30x30 pixels (1080p videos captured by
GoPro Hero 8 with 140° field of view).

®  Partially visible body part of dolphins. Dolphins naturally surface to breathe through
blowholes on top of their head. As a result, only a few parts of their body are exposed on
the water surface while the remaining parts are underwater (see Figure 1a).

® Distracter objects. Distant objects, such as waves, sun glare, debris, are visually similar

to dolphins and should be distinguished to reduce false alarm. These objects are regarded



as Distracter samples (or false positives).

® Low efficiency in data annotation. Standard annotation of dolphins on long-term recorded
videos is analogous to human monitoring on board. Annotators need to check each video
frame and draw boxes of tiny dolphins in a wide sea view. This process bears low
annotation speed and requires intensive human labor.

We aim to detect dolphins in the wild automatically by preparing a Dolphin dataset for training
and testing, utilizing state-of-the-art object detection approaches, and developing a system prototype.
Specifically, to tackle data scarcity, we joined the line-transect surveys to record videos of dolphin
sightings. To improve annotation efficiency, we develop an interactive annotation strategy with two
steps: (1) applying a coarse dolphin detector to detect candidate dolphins, and (2) displaying these
candidates to the annotator for relabeling and refining bounding boxes. As a result, we build up a
large-scale Dolphin detection dataset. We further fine-tune this dataset and compare three off-the-
shelf object detection approaches (i.e., Faster-RCNN, FCOS, and YoloV5). We then select the
YoloVS5 algorithm considering the trade-off between accuracy and speed. Finally, we implement a
system prototype, which uses a GoPro camera as an input source and processes the video stream
using the selected dolphin detector. The system is designed to alert the users when detecting dolphins
and log the detection records.

We summarize our research novelties as below:

® We collect and annotate a large-scale Dolphin detection dataset. Unlike existing datasets
for common object detection (e.g. MSCOCO [16]), our dataset is collected from the “real
world” (with unconstrained environment and without data pre-processing or curation) and
reflects the nature of data from the wild. The dataset contains 2.6k dolphin instances and
16k distracter samples.

® We train three state-of-the-art object detection algorithms on the Dolphin detection dataset
and compare their performance and efficiency. We conclude that the YoloV5 algorithm is
the best choice for a dolphin detector, considering both speed and accuracy.

® We develop a system prototype to detect CWDs in real time under real-world scenarios.
The system has potential application in line-transect surveys to reduce human labor or
improve data quality.

9 Related Research in the Area

Our works are closely related to the applications for marine mammals and general object
detection task; thus, we also review the task from the existing dataset and techniques aspects as
below.

Existing marine animals’ detection systems and datasets. Marine biologists have been studying
marine animal detection problems for a long time [3, 35, 36]. Traditional automatic detection
methods include passive acoustic monitoring (PAM), radio detection and ranging (RADAR) [30],
thermal infrared and multi-spectral cameras [37]. We refer the readers to recent surveys [26, 30] to
have a better understanding of these methods. Using a thermal IR camera to capture thermal images
on the water surface [34, 38] for detection is the closest to our work. Commercially available IR
cameras have limited resolution (max around 320x240) which is due to the fundamental limitation
of the IR sensor. This resolution is not adequate for monitoring a wide 180-degree FOV since it
requires using many cameras or a rotating platform with high mount point. One recent work utilizes
aerial and satellite images for whale detection and counting using deep learning approaches [11].



The experiment results show that CNNs based models work well in both tasks on images where the
whales appears small in the image. Using Google Earth is not applicable for our study because the
photos are updated monthly, and the estimate from a photo at a single time instance will miss CWD
that are not surfaced at that instance. The second way to capture high-quality aerial images [39] is
by using flights with specialized aircraft or using Unmanned Aerial Vehicles (UAVs) [40]. [42]
proposes to detect whales via audio recordings with data-driven techniques. To reduce the burden
of collecting data, [39] proposes weakly supervised method to train the detection model with less
marine mammal annotations. [41] uses deep neural networks to detect sea cucumbers in underwater
video captured by ROVs.

Marine Mammal Datasets. Recently, the research community has an interest in detecting
marine animals underwater [18, 33] because of the complex environment. Datasets like Brackish
Dataset [18] and SEACLEF-2017 [13] have been released to study this problem. The task of marine
mammals’ identification [25, 20] (postsurvey task) captures images above the water surface. Marine
mammal identification uses high-quality closeup images captured by DSLR with telephoto lens (e.g.,
the NDD20 dataset [28] and the FinBase dataset [2]), which is easy for the detection task.
Additionally, telephoto lens has a narrow field-of-view, making it impossible to detect multiple
dolphins appearing simultaneously in a wider view. These datasets do not capture distant images of
marine mammals on the water surface as our task of CWD detection requires. Furthermore, there is
no released dataset containing the CWDs species yet.

Common Objects Datasets. To facilitate the development of general detection algorithms,
common object datasets evolve from few categories, and small-scale [8] to thousands of categories,
and hyper-scale [16, 14]. Specifically, the pilot Pascal VOC dataset covers 20 daily object categories
and contains 11k images, with 2.7 object instances per image. Then, the Microsoft COCO [16]
enlarges the number of object categories to 80 and it is densely annotated (7.2 objects per image)
on 200k images. The Openlmage [14] further extends the number of object categories to 600 and
provides 16,000,000 bounding-boxes on 190,000 images (8.4 objects per image).

These datasets focus on frequently appearing daily-life objects, so it is easier to construct large-
scale datasets. In contrast, the object dataset regarding wild marine mammals, such as CWDs, is not
yet available before our work.

Object Detection Algorithms. Recently, the applicability of deep convolutional neural
networks (CNNs) in computer vision tasks ushered object detection algorithms to rapid
development. Current deep-based object detection algorithms can be divided into two categories:
two-stage [10, 9, 24] and one-stage [22, 27, 17] object detectors. Their major difference is that: the
former contains an extra phase to firstly generate candidate region of interests (Rol), whereas the
latter directly regresses bounding-boxes on feature-maps according to rigidly divided grids or
anchors. Consequently, the former is less computational efficient and slower in speed compared
with the latter. Meanwhile, the former tends to achieve better accuracy than the latter. We recap their
structures as follows.

Early works, such as RCNN [10] and Fast-RCNN [9], develop a two-stage object detector that
adopts classical Selective Search [29] to generate candidate boxes in the first stage and then refines
these candidates with CNNs. Moreover, Faster-RCNN [24] is the first pure convolutional neural
network that replaces selective search with a small region proposal network. A drawback of two-
stage detectors lies in extra computational cost in the region proposal generation; thereby,
researchers turn to develop proposal-free, one-stage object detectors. Specifically, SSD [17] rigidly



defines few anchor boxes on convolutional feature maps and regresses boxes on these anchors. A
similar spirit is shared with Yolo paradigm [22, 23, 4]. FCOS [27] assigns a centerness score for
each pixel according to its distance to box boundaries and regresses this score during training.

Our study selects three object detection algorithms, including Faster-RCNN, FCOS, and
YoloV5, and compares them on our Dolphin detection dataset in terms of computational efficiency
and detection accuracy.

Line Transect Survey and Missed Dolphin Sightings. The line-transect survey methodology
based on distance sampling is able to correct for missed dolphin sightings along the transect line.
Specifically, a detection function is fit to the observed distances to the transect line, which is then
used to estimate the proportion of missed dolphins during the survey. The detection function g(v) is
the probability that the dolphin is detected at distance y from the transect line. The detection function
is decreasing and assumed to start at g(0)=1. An example is given here:

62 5 Modelling Detection Functions
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Figure: Detection function for distance sampling method (from [42])

The portion of the detection function with value 1 close to y=0 is called the shoulder. A wider
shoulder will give more consistent estimate of the dolphin density regardless of the assumed form
of the detection function:

More pragmatically, if the true detection function has a wide shoulder, then
different models for the function will tend to give similar estimates of density, while
if the detection function has no, or only a narrow, shoulder, different models can
give rise to very different estimates of density, even if they fit the data equally well.
Thus field methods should be adopted that ensure that probability of detection stays

close to one for some distance from the line or point. [42, page 61]

Hence, reducing the number of missed dolphins during the survey (i.e., increasing the width of the
shoulder) will make the resulting density estimate more reliable.

10 Data collection and preprocessing

The collection and annotation of the dataset for the wild Chinese White Dolphins are different



from those of other common objects. Below we introduce the data collection and annotation
processes for creating the Dolphin detection dataset.
a) Collection

To collect a dataset of CWD for our task, we joined line-transect vessel surveys in the Lantau
area to record videos capturing dolphin samples in the wild from Oct. 2020 to Nov. 2021. These
videos are recorded under different weather conditions with a total of about 40 hours duration.
Figure 1b and 1c show the setup of the GoPro cameras for video recording. Specifically, the three
cameras are separately mounted on the left/center/right handrail of the surveying vessel’s second
deck, fully covering a 180-degree field of view of the dolphin observers. The data collection time,
area, team members who accompanied the trip, number of dolphin sightings (unique individuals),
and video length can be found in the following table:

Date Location | Trip Duration Team No. Video
member Dolphin length
Sightings
Survey dataset:
21-Oct-20 SWL 8:30-18:00 Anh 3 1.1h
19-Nov-20 SWL 8:30-18:00 Anh 2 1.3h
15-Jan-21 SWL 8:30-18:00 Hao 3 3.3h
27-Jan-21 WL 8:30-18:00 Hao 5 1.5h
5-Feb-21 WL 8:30-18:00 Anh 7 3h
23-Feb-21 SWL 8:30-18:00 Anh 5 3.4h
13-Apr-21 SWL 8:30-18:00 Hao 7 3.5h
21-Apr-21 SWL 8:30-18:00 Hao 1 1.2h
26-May-21 SWL 8:30-18:00 Qi 3 3h
26-Jul-21 NWL 8:30-18:00 Qi 2 3.5h
16-Sep-21 WL 8:30-18:00 Qi 7 4h
20-Sep-21 NWL 8:30-18:00 Boey 1 3h
3-Nov-21 WL 8:30-18:00 Boey 3 3h
4-Nov-21 WL 8:30-18:00 Boey 4 3.8h
Field Test:
29-Nov-21 WL 8:30-18:00 Qi and Boey n/a 4.5h
10-Dec-21 WL 8:30-18:00 Qi and Boey n/a 4.5h

Table 3. Data collection time, area, video length team members, and number of dolphin sightings
(unique individuals).

b) Annotation

To improve annotation efficiency, we separate annotation into two phases: initial and interactive
Dolphin Box Annotation. Specifically, we gather videos from the first few boat trips (October 2020
to January 2021) and manually go through a few sampled videos with dolphins and annotate
dolphins’ boxes in the initial phase. Then, we use the annotated boxes to train a coarse dolphin
detector. For the following surveys, we employ the interactive annotation phase. We first employ
the coarse dolphin detector for dolphin detection, then manually correct wrong boxes or add missing
boxes. Details of the two phases are elaborated below.

Initial Dolphin Box Annotation: In the initial phase, the sighting times from the dolphin experts
during the line-transect surveys were used to select short video clips that contained dolphins.
Annotators then label a box around the dolphins in each frame, knowing that there exists dolphin in
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the video clip. The annotators were the postdocs/RAs who went on the line-transect surveys to
collect video, and thus they have knowledge of what to look for. The annotators can examine the
video frames in sequence, in slow motion, frame-by-frame, and zoomed in, which makes the process
more accurate. Annotation is performed using the VGG Video Annotator toolkit [7]. After the initial
annotation process, we obtain 571 frames containing dolphins. Then, we randomly split 571 frames
into 471 and 100 frames for training/validation purposes. Finally, we train a coarse dolphin detector
on this initial subset for interactive dolphin box annotation.

Interactive Dolphin Box Annotation: We design an interactive dolphin box annotation strategy
to improve the efficiency of annotation. The strategy involves machine prediction and human
refinement. Specifically, we firstly apply the coarse dolphin detector on newly collected videos to
generate candidate boxes. It is worthy of noticing that these candidates can either be true positives
(i.e., dolphin) or near-miss objects (e.g., waves, flares, debris). Besides, the problem of false
negatives (missing dolphin) also exists. To tackle this, the annotators then go through the predicted
results and mark the true positives and distractors (false positives). Sighting times from the dolphin
experts are used to confirm the true positives and to identify clips that contain false negatives
(missing dolphins). The false negatives (missing dolphins) are then labelled, similar to in the first
annotation stage. This strategy enables us to annotate newly collected video quickly and provides
near-miss objects (or distractor examples) for improved detector training.

Remark: Although dolphin experts did not directly label each bounding box of each dolphin in
the dataset, we think that our annotation process is sufficient for our purposes — the dolphin expert’s
sighting time is sufficient to find clips where dolphins are present, and the annotators are the same
project members who have knowledge of dolphin appearance from the survey trips. Furthermore,
the methods for training deep learning models are moderately robust to training with label noise
(e.g., missing annotations, mislabeled classes, misaligned bounding boxes). Thus, a perfectly
accurate dataset is not required for training the detector. Finally, building large datasets using a semi-
automated approach is widely adopted in computer vision and deep learning research.
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Figure 2: Size distributions of Dolphins and Distracter Instances.

¢) Dataset Statistics

Except for the first few vessel surveys (for initial annotations), we launch interactive dolphin
box annotation after each vessel survey, and finally accumulate 20,404 manually annotated images.
They are split into training set and validation set, containing 17,426 and 2,978 images, respectively.
Specifically, the training set contains 2,667 dolphins and 22,661 distractor instances; whereas, the
validation set contains 109 dolphin instances and 2,573 distractor instances. The training set images
are used for training the detector (calibrating the parameters of the neural network), and the
validation set is used to test its performance. The training and validation sets are distinct sets (no
overlapping images), so as to test how well the detector generalizes to images unseen during training.
We notice that only 2,376 images contain dolphins (an image may contain one or multiple dolphins),
occupying 11% of the total number of images, also indicate wild dolphins’ rare appearances.

No. of images No. of dolphins No. of distracters
Training set 17,426 2,667 22,661
Validation set 2,978 109 2,573
Total 20,404 2,776 25,234

Table 4. Dataset statistics.

We further view distributions of dolphin’s and distractor’s bounding box sizes in Figure 2. We
assess that the median size of dolphin and distractor objects are 800~1000 pixels (HxW= 30x30
pixels). This indicates that dolphin detection is a challenging task since the size of dolphins captured
by the cameras is rather small, and distractors have similar sizes.

]
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(a) Dolphin examples

(b) Distracter examples
Figure 3: Visualization of Dolphin and Distracter samples.

We randomly sample a few dolphin and distracter instances and visualize them in Figure 3. We
summarize three main visual characteristics from the figure: (1) Dolphins are quite vague when
viewing from a long distance; (2). Only part of the dolphin’s body is visible in most cases; (3).
Dolphins have discriminative visual patterns such as the shape of fin and fishtail.

11 Detection Algorithms

We adopt off-the-shelf general object detection algorithms for dolphin detection. Specifically,
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we fine-tune three popular object detectors, including Faster-RCNN [24], FCOS [27] and YoloV5
[22], on Dolphin detection dataset. Existing algorithms can be divided into two-stage (e.g. Faster-
RCNN) and one-stage (e.g. FCOS, YoloV5) models from the aspect of structural complexity. We
separately recap the framework of each detector below.
a) Faster-RCNN

Faster-RCNN s the first end-to-end convolutional neural network for object detection and
serves as the base framework for the latter improved object detectors. Specifically, before Faster-
RCNN, RCNN [10], and Fast RCNN [9] relies on an external manually designed algorithm named
Selective Search [29] to generate box candidates for objects, and then refine these boxes with
convolutional neural networks. Faster-RCNN replaces the Selective Search module with a small
region proposal sub-network; this subnetwork generates initial coarse box candidates for a latter
network to regress. Since the Faster-RCNN generates and refines candidate boxes from coarser to a
finer level, it is considered a two-stage object detector. To capture objects of multiple sizes, FPN
[15] is introduced in Faster-RCNN. Specifically, the FPN module firstly refines feature maps of
prior layers by that of the latter with the up-sampling operation, then detects objects on feature maps
of multiple layers. Though promising in its performance, the FPN brings extra computational cost.
Since the FPN-Faster-RCNN generates and refines candidate boxes from coarser to finer level in a
two-stage manner and involves an extra computational cost of the FPN module, these object
detectors are more appropriate for cloud computing rather than edge computing tasks.
b) FCOS and YoloV5

Like FCOS and YoloV5, one-stage object detectors drop region proposal sub-networks and
directly regress objects’ boxes on rigidly defined pixels, grids, or anchor boxes. Consequently, one-
stage object detectors have better computational efficiency than the two-stage one. FCOS is a
proposal-free, anchor-free one-stage object detector. Its main characteristic is the introduction of the
center-ness score for each pixel. Specifically, the centerness score is larger when the pixel is far
from the box’s boundaries and lower when the pixel is near the box’s boundaries. Then, FCOS
regresses the center-ness score for each pixel and groups heat pixels to predict objects’ boxes.

YoloV5 is a variant of the Yolo paradigm. The Yolo [22] paradigm targets improving the
efficiency of object detection on both cloud/edge computing, eliminating operations with a heavy
computational burden. The Yolo divides images into several grids; if the center of objects falls into
a grid, the grid is treated as ground truth and utilized to regress objects’ boxes. Hereby, we adopt
Yolo version 5, which introduces extra modules and tricks to enhance detection accuracy.
Specifically, YoloV5 adopts mature techniques such as mosaic data augmentation, auto anchor
adjustment, and Cross Stage Partial Module (CSP) [31]. Moreover, YoloV5 also proposes a new
operation named “Focus” which performs down-sampling in the following manner: reshape a H *
W * C feature map into H/2 * W /2 * 4C one.

In summary, the dolphin detection prototype system demands both high efficiency and
effectiveness. We carefully compare these methods and select YoloVS5 as the trade-off algorithm.
¢) Training and Inference:

Since these detectors have different training/inference strategies, we separately elaborate their
settings as follows. Faster-RCNN and FCOS are enhanced by FPN module and adopt ResNet-50 as
backbones. For the training phase, we adopt data augmentations, such as random horizontal flip and
resizing as in [32]. Using data augmentation increases the size of the dataset and makes the trained
network to be invariant to the augmentations used. The model is trained for 30 epochs. For inference,
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we set long-side to 1333 and resize input images according to the original aspect ratio.

YoloV5 is enhanced by Focus and CSP modules and adopts DarkNet [21] style backbones.
Since the YoloV5 paradigm contains four variants (i.e., YoloV5-S/M/L/X with increasing layer-
depth), we conduct a test to select an optimal one. All variants share the same training/inferencing
scheme unless particularly specified. Specifically, we train 30 epochs with Adam optimizer.
Moreover, we adopt data augmentation, including mosaic augmentation, random resizing,
horizontal mirror flipping, and additive Gaussian pixel noise. The long-side is set to 1024 during
both training and testing.

To handle the distractor objects (e.g., debris) that have similar appearance to CWD, we train
with two object classes, CWD and distractor. The distractor examples were added incrementally to
the dataset and comprise the false positives of the previously trained detector as described Section
10b.

Finally, we also attempted to train several variants of the model using consecutive frames, but
did not see improved test results compared to the image-based model that used the distractor class.
Better use of temporal information could be future work.

12 Prototype System

We present our prototype system for dolphin detection in Figure 4. We implement two
prototype systems for different computation resources and application scenarios: Desktop computer
and notebook computers.

a) The prototype system for desktop computer

We utilize a GoPro Hero 8 camera to capture live video of the sea surface and one Nvidia
2080Ti GPU to detect the dolphins in the captured video. The pipeline of our prototype system is
designed as follows. The system firstly receives a live video stream from a GoPro Hero 8 through a
wire connection. The video stream has a resolution of 1080p with 30 frames per second. These video
frames are then fed into the dolphin detection module to find possible dolphin locations. Finally, the
detected dolphins are visualized and displayed on the application interface for the project team to
verify the functioning of the detector in the lab and in the field test.

Streaming Dolphin Application

API detection with User Interface
module
p—
- Vi I' v,
! frames o G
= o,
GoPro Hero 8 Nvidia
2080Ti £
User

Figure 4. Prototype system for desktop computer.

From the perspective of software development, our system contains two layers:

® [ront-end: The front-end is a Windows-based application implemented in C#. This
application communicates with the GoPro camera, receives the real-time video stream,
interacts with the back-end by sending the video stream and receiving detection results.
At the same time, the application displays the current video stream together with the
visualization of detection results for the user.

®  Back-end: The back-end is also a Windows-based application implemented in Python. At
first, the application loads a dolphin detection model, then waits for a video stream from
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the front-end.

b) The prototype system for notebook computers

To satisfy the portability requirements of field tests, we also implement a 2-GoPro cameras
prototype system with 2 notebook PCs. The whole system is shown in the Figure 5, which is built
based on the OpenCV and GoPro python library. The 2 GoPro cameras are mounted on the 2
notebook PCs (with Nvidia GeForce MX450 GPU), respectively. Each camera streams the frames
to the corresponding notebook PC in 30 FPS with resolution 1920*1080. To reduce the computation
bottleneck, the frames from the two cameras are processed by each notebook PC separately. The
frontend and the backend of the system are based on python and are all running on the Ubuntu
operating system. In the final system, due to the limitation of the GPU computation power, the
system is running at 5 FPS for each camera. Note that 5 fps still exceeds the target of 2 fps that we
specified in the proposal.

®

B

Figure 5. 2-camera prototype system for notebook computers.

Start Find dolphin

Update J Previouskrame J PreviousDet. J

Pause I NextFrame I NextDet. ’

TruePositive

Figure 6. The 2-camera system prototype with the notebook computers.

Fig. 6 shows the GUI for the system on 1 notebook PC, where the left canvas (Canvas 1) shows
the real-time input image and results, and the right canvas (Canvas 2) shows the latest image with
positive detection results. The functions of the buttons of the GUI are as follows:

® Start: connect with the GoPro camera and start frame streaming to the PC;

® Find dolphin: the button should be pressed when the human expert spots a dolphin (possibly

with binoculars). A screen shot of the frame in Canvas 1 is saved, indicating the human-
annotated detection time.

® Update: continuously update Canvas 2 with the latest image with positive detection results

(normal operating status).
® Pause: stop updating Canvas 2 and show the previous Canvas 2 image.
® PreviousFrame: when Canvas 2 is in Pause status, show the previous frame in Canvas 2.
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® NextFrame: when Canvas 2 is in Pause status, show the next frame in Canvas 2.

® PreviousDet: when Canvas 2 is in Pause status, show the previous frame with positive
detection in Canvas 2.

® NextDet: when Canvas 2 is in Pause status, show the next positive detection in Canvas 2.

® TruePositive: save a screenshot of Canvas 2 to record a true positive surfacing.

13 System Evaluation and Results

We conduct extensive experiments on the Dolphin dataset with three off-the-shelf object
detectors, including Faster-RCNN, FCOS, and YoloVS5. For simplicity, we select the efficient
YoloVS5 to study the influence of hyperparameters like resolutions.

a) Evaluation metrics

For the evaluation metric, we adopt precision, recall, and mAP@0.5 (mean Average Precision) [16]
to report detection performance. Intuitively, Precision is the percentage of detections that are true
dolphins (i.e., correct), and Recall is the fraction of true dolphins that were detected. The definitions
of the Precision and Recall are:

Precision = TP/(TP + FP),

Recall = TP/(TP + FN),

where ‘TP’ means the number of correctly detected dolphins, ‘FP’ means the number of non-dolphin
objects detected as dolphins, and ‘FN’ is the number of dolphins wrongly detected as other objects.
A confidence score is associated with each detection, and different Precision and Recall values can
be computed by changing the threshold on the confidence score for accepting a detection. The
various operating points of the detector is then characterized by plotting a Precision-Recall curve
by varying the detection threshold. The area of the region under Precision-Recall curve is called the
Average Precision (AP). AP summarizes the performance of the model, where the larger the area,
the better the model performance. Mean average precision (mAP) is the mean over the class-wise
APs (in our detector there are two classes, dolphin and distractors). A detection is considered correct
if the intersection over union (IoU) of its predicted bounding box and the ground-truth box is over
0.5. Additionally, we report processing speed with FPS using a RTX2080Ti GPU.
b) Object detectors for Dolphin

We compare Faster-RCNN, FCOS, and YoloV5 on the Dolphin detection dataset regarding
detection performance and processing speed.

Model Resolution (long-side) | mAP@0.5 (%) FPS
Faster-RCNN 1333 86.91 9.73
FCOS 1333 78.94 2.28
YoloV5-S 1024 90.95 100.99
YoloV5-M 1024 91.35 63.15
YoloV5-L 1024 91.46 38.94
YoloV5-X 1024 90.25 23.94

Table 5: Comparisons of three object detectors: Faster-RCNN, FCOS, and YoloV5-S/L/M/X.

As shown in Table 5, we observe that the YoloVS models and Faster-RCNN perform much
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better than FCOS under metrics of mAP@0.5 and FPS. A possible reason is that the center-ness
mechanism might not work well for tiny objects, as the central regions of the tiny box are even
smaller for regression. We also observe that the FCOS has slow processing speed, which is because
the Keras-TensorFlow toolkit requires extra “warm-up” time than the PyTorch toolkit.

We further find that the YoloV5 models perform better than Faster-RCNN under both metrics.
The reason is because the Yolo models adopts a lighter computational-friendly backbone (i.e.,
DarkNet) than the Faster-RCNN does (ResNet50), and YoloV5 also introduces extra lightweight
modules, including “Focus” and “CSP” to refine feature representations.

We also evaluate the trained YoloV5 model with Precision, Recall and Precision-Recall curve.
We use confidence threshold = 0.45 to select detections. According to the Precision-Recall curve,
the model performance of precision and recall are 0.89 and 0.92, respectively.

nnnnnnnnnn

Figure 7. The Precision curve of  Figure 8. The Recall curve of -

the model. The confidence the model. The confidence Figure 9. The Precision-Recall
threshold is 0.45 and the threshold is 0.45 and the curve of the model.
Precision=0.89. Recall=0.92.

We visualize six of the detected dolphin instances by zooming the corresponding regions in
Figure 10. We observe that: (1) Dolphins are tiny compared to broad sea backgrounds; manually
finding them by experts requires careful inspections; (2). Dolphin detectors manage to search them
out of the background through blurry visual cues like fin shape. Again, we can infer that
automatically finding the dolphin in the wild is challenging, considering the visual cues of dolphins
are very small. More examples are available here.
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Figure 10: Visualization of detected dolphins in the dataset.

¢) Enhancing initial with interactive annotations:

As aforementioned in Section 10 b) dolphin box annotation is performed in two phases: initial
and interactive annotation. We study the enhancement of interactive annotations on the initial dataset
by training the dolphin detector on both annotations.

Annotation phase
Initial  + Interactive
YoloV5s-S | 83.91 90.95

Table 6: Impacts of two-stage annotation process on detection performance and mAP@0.5 (%) is
used as metric.

As shown in Table 6 our first-round dolphin detector is trained with the initial dataset can
achieve a reasonable and good initial detection performance: 83.91 mAP@Q0.5, considering the
intensive human labor on hundreds of images. We then use this dolphin detector to go through newly
collected videos to generate candidate boxes. We group false positives to another near-miss category
and remedy missed true positives. Finally, we combine the interactive with initial annotations. We
observe that the dolphin detector benefits from more training images and the distractor class.

d) Image Resolution

We experimentally verify the impact of the resolution of input images on detection
performance with the most lightweight YoloV5-S detector. Hereby, we pick the long-side of the
image in the range [256, 512, 1024] and compare their performances.
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Image resolution (long-side L)
L=256 L=512 L=1024
YoloV5-S | 56.01 79.27 90.95

Table 7: Impact of input image resolution on dolphin detection in Dolphin detection dataset and
mAP@0.5 (%) is used as metric.

As shown in Table 7, we observe that performance increases before L=1024. We fix this setting
for the rest of the YoloV5 models. For Faster-RCNN/FCOS models, they predefine long-side to
1333, a similar scale as 1024, and we follow their original settings.

e) Field Test performance

We conduct field tests on Nov. 29 2021 and Dec. 10 2021. The field tests are used to evaluate
detection performance of the system as compared with the human dolphin expert, i.e., we would
like to see whether the detection system can detect dolphins when human expert finds a dolphin
with binoculars. Figure 11 (top) shows the actual system in the field tests: 2 notebook PCs are
connected with camera 1 and camera 2 separately, and camera 3 is used to record high quality videos
for offline confirmation of the detection results.

“
T Uscable 2
-

b — T

camera 1 camera 2

Figure 11: (top) The 2-camera detection system used in the field test. (bottom) the combined FOV
of the 2 cameras.

In the field test, the combined FOV of the 2-camera system is about 170 degrees, as shown in

Figure 11 (bottom). Each GoPro camera has an FOV of 140 degrees, so the theoretical largest
FOV for the two camera system is 280 degrees. Since the cameras are processed separately, this
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280-degree FOV could be achieved by simply rotating the cameras away from each other.

During the field test, the detection system scans the 170-degree FOV continuously and
records detections in real-time. The human observer (dolphin expert) scans the same FOV with
either binoculars or unaided eye and notifies the team when a dolphin surfacing is spotted.
Immediately after notification, the surfacing record is entered into the system. Since there is a
short 1-2 second delay for entering a human observer’s spotting into the system, we define “on-
time” detection as within 2 seconds of the spotting by human observer (between 2 seconds before
or 2 seconds after the spotting). We define “early” detection as the system detecting a dolphin
more than 2 seconds before the human, and likewise “delayed” detection as the system detecting a
dolphin more than 2 seconds after the human. Missed detections are dolphins that the system did
not match.

Day 1 Day 2 Total
(Nov. 29 2021) (Dec. 10 2021)
No. of Dolphins 19 224 243
(Surfacing)

On-time detections 9 160 169 (69.5%)
Early detections 3 21 24 (9.9%)
Delayed detections 5 5 10 (4.1%)
Missed detections 2 38 40 (16.5%)
Reason for misses too far (1) too far (25) too far (26) (10.7%)
missed (1) partial body (5) | partial body (5) (2.1%)
occluded (1) occluded (1) (0.4%)
too dark (1) too dark (1) (0.4%)
missed (6) missed (7) (2.9%)

Table 8: The field test results: comparison of detection of surfacing dolphins by the system and a
human observer.

Table 8 shows the performance of the field tests in terms of on-time, early, delayed, and missed
detections. Overall, 83.5% of surfacing dolphins seen by the human were also detected by the system.
Most dolphins can be detected by the system immediately (on-time, 69.5%), while a small
percentage are detected before the human observer (9.9% early). The delayed detections (4.1%) are
caused by the dolphin initially being too far away, and then moving closer to the vessel where it is
found by the system. Finally, most of the missed detections are due to the dolphin being too far
away (10.7% of surfacing dolphins). Note that the human observer was aided by binoculars, so it is
possible for the human to see further than the camera system. If we exclude the missed detections
due to distance, the detection recall for the field tests is 93.5%.

We further analyze the timeliness of the automatic detections compared to the human in the
below Figure 12. There are 5 detections from the system that occurred more than 30 seconds before
being observed by the human. These very early detections are promising because they show that,
by continuously analyzing the whole FOV, the system can detect dolphins that may have been
missed by the human observer at first, possibly due to their inattention to the particular region.
Finally, note that in this analysis we are using the human observations as the ground-truth, and thus
we cannot determine if the system finds dolphins that were not spotted by the observer.

20



Day1 Day 2
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Figure 12: Timeliness of automatic detections compared to human observers for Day 1 and Day 2
of the field test.

We also show the visualization results in the field test in Figure 13, which shows the model
can detect small dolphins. Several video demos showing the detection results of the proposed system

during the field tests can be found here: demo_videos

Figure 13: Visualization of detected dolphins in the field test.

f) Analysis of detection distance

We next analyze the performance of the system to detect at different distances from the camera.
For the survey and field test data, we estimate the distance of each detection or ground-truth box to
the camera in the 3D world. The distance is computed using the 2D-image to 3D-world mapping
that is calculated mathematically using the GoPro camera’s calibration parameters. The camera
calibration parameters consist of intrinsic parameters (the focal length, lens distortion) and the
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extrinsic parameters (the location and orientation of the camera in the 3D world). The mathematical
equations are standard formulas developed in computer vision using 3D geometry [43]. In distant
regions, the estimated distances have larger errors, so we clip the estimated distance to be no more
than 500m. The following Figure 14 shows the estimated distances of detections in an example
image. The length of the above-surface portion of Dolphin “3” is estimated as 1.2m by our system,
which is a reasonable estimate (the average CWD length is 220cm, and the visible portion is usually
2/3 of the length). We have also verified that the estimate lengths of several landmarks (e.g., gap
between pillars of the bridge) are reasonable. Thus, the estimated distance should be good enough

for our post-hoc analysis.

253.0 m 260.8 m

59.8 m

Figure 14: example of estimated distances calculated via 3D camera geometry. The distance to
camera of the dolphins are in orange. The estimated length of the visible portion of Dolphin 3 is in
red.

Table 9 shows the statistics for distances of dolphins in the training set ground-truth (survey data),
true detections in the validation set (survey data), and the field test.

Om- |100m -|150m - |200m - [ 250m - | 300m - | 350m - | 400m - | 450m -
100m | 150m | 200m | 250m | 300m | 350m | 400m | 450m | 500m

18588 | 1360 | 709 517 314 226 153 145 100

Training Set
Ground-truth
Validation Set

TP detections | 481 | 209 | 131 20 33 9 4 1 3
Field Test
TP detections | 155 | 20 9 4 4 3 2 0 0

Table 9: Numbers of ground-truth or true-positive (TP) detections at different distances in the survey
data (training and validation sets) and the field test.

The system is trained on examples that range up to 500m from the camera, while most training
samples are between 0-200m. On the validation set and in the field test, the system can successfully
detect dolphins up to 500m away. According to recent statistics from line-transect surveys (see
Figure 15), about 94% of sightings by humans are at 500m or below, and sightings over 500m are
rare (only 3/49=6% are over 500m). Thus, it is fair to say that our system has similar capability to
normal human observers in terms of detection distance.
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Figure 15: Distances of 50 dolphin sightings during line-transect surveys in NEL/NWL (Beaufort
Sea State 3 or better, human eye detection). Figure provided courtesy of MEEF.

14 Research Outputs

Our research work is accepted by the 2021 ACM Multimedia Asia conference (Dec. 1-3, 2021),
entitled “Chinese White Dolphin Detection in the Wild”. Our team member, Dr. Qi Zhang has given
a talk in the conference together with a poster presentation. We also have made the Dolphin dataset
publicly available for research purposes here: dataset.zip. This will extend the influence of the

research work to more people.
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ABSTRACT

For ecological protection of the ocean, biologists usually conduct
line-transect vessel surveys to measure sea species’ population den-
sity within their habitat (such as dolphins). However, sea species
observation via vessel surveys consumes a lot of manpower resources
and is more challenging compared to observing common objects,
due to the scarcity of the object in the wild, tiny-size of the ob-
jects, and similar-sized distracter objects (e.g., floating trash). To
reduce the human experts’ workload and improve the observation
accuracy, in this paper, we develop a practical system to detect Chi-
nese White Dolphins in the wild automatically. First, we construct a
dataset named Dolphin-14k with more than 2.6k dolphin instances.
To improve the dataset annotation efficiency caused by the rarity of
dolphins, we design an interactive dolphin box annotation strategy to
annotate sparse dolphin instances in long videos efficiently. Second,
we compare the performance and efficiency of three off-the-shelf
object detection algorithms, including Faster-RCNN, FCOS, and
YoloV5, on the Dolphin- 14k dataset and pick YoloVS5 as the detector,
where a new category (Distracter) is added to the model training to
reject the false positives. Finally, we incorporate the dolphin detector
into a system prototype, which detects dolphins in video frames at
100.99 FPS per GPU with high accuracv (i.e.. 90.95 mAP@0.5).
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1 INTRODUCTION

Large infrastructure constructions around the sea (airport, cross-
sea bridges, land reclamation, etc.) may cause disturbance to the
surrounding ecosystem. These disturbances - including noise, land
reshaping, and increasing water traffics - affect the distribution and
behavior of marine mammals (eg. dolphins) [12]. Therefore, re-
searchers have conducted vessel surveys (see Fig. 1a) to study the
impact of these construction disturbance on marine mammals.
However, the line-transect survey methodology [2] requires much
manpower, using 4 people in a group to take turns to observe the sea
with binoculars. Each observing split lasts 15 minutes and requires
two observers, one using binocular and one using unaided eyes,
to cover an angle of 180°field of view in front of the vessel (see
Fig. 1b). A survey trip typically requires 4-6 hours of non-stop
observing, depending on the survey area. This is labor demanding
work while the accuracy of the surveying results are not guaranteed

Figure 16. The abstract page of the paper.

23



Conclusion : Conclusion

« We build a large dataset for automatic dolphin
detection in the wild;
* We improve the dolphin detection performance by

1
¢ We build alarge dataset for automatic dolphin detection m the wild; 1
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similar object size as dolphins; I introducing a new category which is of similar object
1
1
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¢ We improve the dolphin detection performance by introducing a new category which is of

size as dolphins;
* We develop an automatic dolphin detection prototype
system to aid human experts.

= We develop an automatic dolphin detection protype system to aid human cxperts
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15 Discussion of Outcomes and Positive Impact

In this section we discuss the project outcomes and positive (potential) impact as listed in the
original proposal.
a) Project Outcomes
There were 4 expected outcomes stated in the proposal. Here we list each expected outcome and
discuss its fulfilment in turn.

1) Detect CWDs automatically: the system can automatically detect CWDs appeared in the
video frames captured by the cameras.

The CWD detection system has been developed and tested in the field. Using the human
observations as ground-truth, the system can achieve 92% recall of surfacing dolphins (seen by
humans) with 89% precision (see Section 13b for details). The system can detect dolphins up to
500m away, which is similar to human capability with unaided eyes (see Section 13f). The accuracy
of the detector could still be improved through increasing training data, but we may think that its
current performance is similar to a normal human observer, and thus the outcome is achieved.

2) Detect CWDs in “real-time”: the system can be connected to the cameras to perform
detection at a rate of not less than 2 video frames per second such that it can detect CWDs
as they move, disappear under the water surface, reappear above the water surface, or even
change in appearance due to specular reflection or orientation of the CWDs. Once a CWD
is detected, the system would display the result to the observers on board so that they can
perform timely close monitoring of the detected CWDs.

The system prototype runs at 5 fps and processes the video in real-time. The system can produce
timely detections (see Section 13e). In summary, a majority of the time, the system can detect
dolphins at the same time as the human observers (69.5% of surfacing dolphins). There are also
cases where the system can detect dolphins before the human observers (9.9%), as well as vice versa,
the system was delayed (4.1%). Most missed detections are due to the distance being too far (10.7%),
as the human observer used binoculars but the system did not use any zoom feature. Thus, this
outcome is achieved.

3) Detect CWDs on a 180-degree field of view (FOV) simultaneously and continuously: unlike

human observers who scan the FOV from one side to another periodically to search for

dolphins, the prototype can continuously capture snapshots of the whole FOV by video
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cameras and stream the frames to the detector for processing.
This FOV of the two-camera system is about 170 degrees during the field test, which is close to the
180-degree target. The FOV can be increased by simply rotating the cameras away from each other,
since the cameras are processed independently. Thus, this outcome is achieved.

4) Record and compute data such as sighting time, position, angle and distance of the detected
dolphins in real time: with the use of other sensors such as GPS and the captured video
frames, the associated data can be computed, recorded and stored together with the images
of the detected dolphins.
The prototype system records the images, spotting time, and position in the image in real-time.
However, we did not calculate the associated data, such as angle to transect line or distance to
camera. Since a good detector is a prerequisite to this task, we therefore mainly focused on
improving the detector. In Section 16a3, we discuss how the angle and distance can be calculated
from the scene geometry as future work. Thus, this outcome is partially achieved.

b) Positive Impacts

Please note that the “positive impacts” written in the proposal mainly refer to potential medium
and long-term benefits of the research, and do not mean directly measurable outcomes (short-term
impact). Thus, many of these potential impacts have not been directly tested, since we have not
intended to measure them from the outset of the project. Here we can only speculate from the system
performance whether the medium- or long-term impact is possible. In Section 16a, we detail future
work that could further realize these impacts. There are 7 potential impacts, which now discuss one-
by-one.

1) Relieve human effort from tedious, tiring and continuous search for dolphins by automating
the detection process so that the human observers can spare their effort from the on-effort
search to the off-effort state to track the sighted dolphins.

The detection system has capability close to normal human observers, and thus we think that the
system could be used as an extra observer to lighten the workload of the human team during line-
transect surveys. How to do this effectively is a research topic in itself in human-computer
interaction. The screen-viewing paradigm presented in this report is mainly for conducting the field
test of the detection system. For the actual line-transect survey, instead of viewing the screens, audio
prompts could be used to notify the observers of potential sightings (both angle and distance) and
observers can then pay attention in those areas. Audio notification has been used previously in [26].

2) Avoid human limitations due to a variety of factors such as fatigue, handshake, or even eye-
blinking.

A limitation of human observers is that they need to scan the survey FOV, and thus it is possible for
them to miss dolphins that appear outside of their central FOV. Our system processes the full survey
FOV simultaneously and thus can avoid this human limitation. This is evinced by the timeliness
results (Section 13e), where in 5 cases the system detected dolphins more than 30 seconds before
the observer. As for human fatigue and its associated problems, we speculate that the system could
be used as an extra observer during line-transect survey, and thus the human observers could spare
some effort during the search. How this could be achieved without affecting the quality of the line-
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transect survey would need to be further investigated.

3) Overcome the human constraint of scanning the 180 degree observation range at the front
from one side to another.

Although the human FOV is large (~190 degrees), the central FOV that contains high visual acuity
for detecting dolphins is only 60 degrees. Thus, the human must scan from side to side in the 180-
degree survey FOV, and it is possible for them to miss dolphins not appearing in central vision. In
the field test, our system processes large FOV (170-degrees or even higher) simultaneously, and
thus can overcome this human constraint (see details in Section 13e). For the two-camera system,
the largest combined FOV is 280 degrees.

4) Improve the effectiveness of detection by learning from the increasing number of samples.
The initial training phase used 571 images, while the interactive phase used an additional 16,855
images. Using more images (interactive phase) improves the mAP performance from 83.91 to 90.95,
as illustrated in Table 6 (Section 13c). The detector still misses some occurences of surfacing
dolphins, which could be caused by various factors such as appearance or illumination changes.
Thus, we anticipate that training with more data collected from a variety of conditions should further
improve the detection accuracy.

5) Improve the timeliness and accuracy of the associated data to be recorded with the sighted
dolphins.

The summary of timeliness and accuracy of automated detection is presented in the discussion in
Sections 15al and 15a2. For 5 dolphin surfacings in the field test, the automated system detected
the dolphin more than 30 seconds before the human. Thus, there is potential for the system to help
improve the timeliness of detection when used with human observers. Further investigation is of
course needed. In the current project, we only test whether the system can achieve detections that
are consistent with the human observer (the observations of the human observer are the ground-
truth). The current system achieves good recall (about 92%) compared to the human ground-truth,
and this could likely be improved by increasing the training data to include more variety of
conditions. To test whether the system improves over human capability would require further
investigation and experiments. Collection of associated data, such as angle and distance, has not
been implemented in our system (see discussion in Section 15a4). Thus it is unclear whether such
measurements by camera would be more accurate than those by the existing methods.

6) Detect other objects of interest that may appear in the video frames such as other marine
mammal and floating debris in relation to other environmental applications.
Our detector already has a “distractor” class that comprises debris and other objects with similar
appearance to CWD. It should be possible to add more classes, such as other marine mammals or
types of floating debris, for other applications.

7) Monitor a 24-hour ‘dolphin exclusion zone’ in relation to certain marine works for dolphin
presence.

Since the automated system does not “get tired”, it can monitor a set of video streams on a

continuous basis. However, the current system is only tested during daytime conditions, whereas
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24 hour monitoring requires usage in both daytime and nighttime conditions. Sunrise and sunset
times might be particularly challenging due to the specular reflections of the sun on the water, which
could either confuse the detector or obfuscate the CWD. Standard cameras could be used for
detection at night time if there exists sufficient lighting. If there is not sufficient lighting, then
infrared camera or low-light (night vision) camera would be required. For all these cases, additional
video data would need to be collected and annotated to train the detection model. Most likely,
separate detection models would be learned for each condition (daytime vs. nightitme) to enhance
the overall accuracy.

16 Summary and Way Forward

In this project, we develop a practical application to detect Chinese White Dolphins in video cameras
at sea. Towards the target, we conduct three sub-tasks: collection and annotation of the dataset, the
experimental study on detection algorithms, and prototype system development. Specifically, we
design an initial-interaction annotation strategy to accumulate a dolphin detection dataset efficiently.
Then, we conduct experiments to compare and select an optimal object detection algorithm
balancing both efficiency and performance. Finally, we design and implemented a user-friendly
prototype system to conduct field tests of the detector. Through our work, we hope to promote
general deep learning techniques to solve needs in real-world scenarios and help reduce intensive
human workloads.

The project could bring the following positive impacts on the current survey methodology and
the possibility of other applications. It relieves human effort from tedious, tiring and continuous
search for dolphins by automating the detection process so that the human observers can spare their
effort from the on-effort search to the off-effort state to track the sighted dolphins. The system
overcomes the human constraint of scanning the 180-degree observation range at the front from one
side to another, and could improves the timeliness and accuracy when recording sighted dolphins.
a) Future Work:

We next describe some future work to build on the current project with the aim of using it in line
transect surveys.

1. Increasing detection distance: The current system can detect dolphins up to S00m in 1080p
video. Due to the low computing power of our laptops used in the field test, we did not use the full
GoPro camera resolution of 4k video, but instead we used 1080p video. Thus, dolphins that are
very far away will appear too small in the 1080p image for the detector to find. If we increase the
resolution to 4k video (2x the resolution as 1080p), then the effective detection distance will
potentially double (from 500m to 1000m). Detection at distance can be further improved by
adding a telephoto lens on the GoPro video cameras. Adding a telephoto lens will decrease the
field-of-view of the camera, so additional cameras need to be used to ensure 180-degree FOV
capture. For example, 2x zoom will double the effective detection distance, but also require twice
as many cameras since the FOV is halved for each camera.

2. Study the impact of weather: When collecting data, we joined the surveys as much as
possible without considering the weather conditions. Thus, the overall results reported in Table 5
are representative of performance in various weather conditions during the surveys. As shown in
Table 4, the number of distractors (e.g., white caps caused by windy conditions) is almost 10 times
more than the number of dolphins. The first day of the field test was windy, and the system could
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handle the roll and pitch of the vessel. Despite the windy conditions, the system still managed
detect dolphins within its detection distance. A more detailed anaysis about the impact of weather
(sunny vs. cloudy, windy vs. calm) could be undertaken to determine the reliability of the detector
under various weather conditions. Additional training data could then be collected to improve the
detector when operating in these less reliable conditions.

3. Estimation of Distance and Angle: In this report, we have computed the distance offline
(posthoc) after data collection. The accuracy and robustness of the distance estimate can be
improved by using more accurate calibration of the camera system and location on the vessel. To
improve the accuracy of the estimates, a camera rig should be developed (see next improvement)
so that the camera position is consistent across surveys. The distance estimate could also be
improved by calculating the correspondence between detections from two cameras if they have
overlapping FOV. The distance estimates would need to be compared with the current
measurement method, such as laser range finder, to judge its efficacy. Finally, the system can be
further enhanced to estimate the distance and angle to camera in real-time.

4. Improved prototype system: The current prototype system could be improved in several
ways to increase its robustness and consistency across deployments in preparation for usage in
line-transect surveys. The updated prototype system could comprise a portable workstation
computer with GPU, a camera array mount, and field software. The detection distance of the
system can be improved by adjusting the video resolution and adding zoom lenses on the cameras.
Furthermore, the field software will be updated to also calculate the angle and distance of the
sighting.

e The camera array mount will comprise a platform for mounting the cameras in a consistent
way, which can then be mounted on the viewing deck of the vessel. This will make the
setup of the system easier during surveys, and ensure the proper 180-degree FOV is
consistently covered for each survey. The rig and mount point will also ensure that the
camera extrinsic parameters do not deviate, which improves the distance and angle
estimation. Cameras can also be equipped with Zoom lenses to increase the detection
distance.

e The workstation should have fast enough GPU for processing all videos in real time. The
existing workstation can probably be reused, but the GPU and hard disk need to be updated,
so as to handle increased video resolution or cameras needed for longer detection distance.
An uninterruptible power supply (UPS) should also be included to mitigate power failure
problems while operating on the vessel.

e The field software could be updated to give real-time notification of the results, which could
include the following: a) audio prompts of detections (distance and angle) to notify human
observers; b) a display map to show the locations of recent detections relative to the vessel,
in case observers would like to review the recent detections. The software will also have a
real-time data entry function for the observers to both help record the sightings from the
observers and synchronize the human observations with the system. The data entry function
could be based on speech recognition in order to minimize the need to look away from the
survey task.

5. Integration of prototype into line-transect survey: We believe that the automatic detection

system could be used to supplement (rather than replace) the human scanning effort, since the
system can analyze the whole 180-degree FOV continuously, thus monitoring regions where the
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human is not actively focusing on. To this end, an interesting question is how to best integrate the
automatic detector into the line-transect survey so as to improve the efficacy of the whole line-
transect survey and to reduce human fatigue. The former goal could provide better data quality
from the survey, while the latter could provide reduction in human labor cost for each survey (e.g.,
allowing for more frequent surveys given the same budget). Several research questions are raised:

e What is the best interface for the human observers to seamlessly interact with the detection
system, in terms of both improving usefulness and reducing cognitive load?

e How to best utilize the new system within the current line-transect workflow? How to
modify the protocol to increase the survey’s effectiveness, in terms of both accuracy and
human labor?

o Given the benefits brought by the system, how does the existing line-transect methodology
need to be modified when computing the dolphin abundance and other metrics?

Answering these questions would require close collaboration with dolphin experts who are
familiar with line-transect surveys. We are open to such collaborations and look forward to any
opportunities that are available.

b) Comments from Dolphin Experts

We have previously consulted with the survey team during the project, and they were
interested in a system that can detect all dolphins (no false negatives), as compared to reducing
false positives. Thus, in the last stage of the project, we have tuned the system to detect all
dolphins. The dolphin experts were generally very supportive and cooperative during the project,
and we hope to develop the project further with them to incorporate the system into the existing
line-transect survey. We have recently asked the dolphin experts for more feedback, and their reply
is copied here:

Expert 1: We are always interested to work with your team on developing the
technology which aims the dolphin monitoring works. Regarding your approach to
improve the system, we agree with you suggestion to improve the camera array.
The vessel line transect distance sampling (i.e. vessel survey) for dolphin
monitoring in Hong Kong adopted by both AFCD and Mott use double surveyor
method which mean we have two surveyors one using naked eyes for a wider angle
observation while another using marine binocular to aim observation far distance.
Therefore, your camera array should have both wide angle cameras and
telecameras, and both wild angle and tele cameras should cover the front 180
degree observation range. In vessel line transect distance sampling, we need to
record the sighting angle of the dolphin (i.e. angle in between the sighted dolphin
and transect) and also the sighting distance (i.e. the distance between the dolphin
and the survey boat). These information are required for calculating the
perpendicular distance of the dolphin toward the transect line, which will be used
to abundance and density analysis of the dolphin. So you may need to think about
how the system could obtain these information automatically or relay on human
surveyor or system operator to obtain these information by human force. In

addition to above, we know there are ecologists using drone for dolphin survey.
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This will be an interesting area that your automatic detection system can further

explore.

Expert 2: Further to Expert 1's feedback for vessel line transect survey, I think
your automatic dolphin detection system could be also explored for applying to
onshore survey/tracking of dolphins. Currently our land-based dolphin survey by
theodolite tracking is facing an issue of using a software (theodolite tracking
program) that can only work with old model of digital theodolite. We were alert to
this issue years ago, but there has been no further development of available
software compatible with new theodolite models, and it is very hard to find the old
theodolite model now. The land-based dolphin survey by theodolite tracking also
requires 3 surveyors for each time. So, it would be of great interest for having more
advanced and cost-effective technology for onshore survey. I think the improvement
in dolphin detection and cost effectiveness by automatic detection system would be
even more significant for onshore survey/monitoring than vessel survey.

Other than dolphin monitoring, maybe it can be broaden for automatic detection of
other animals in similar habitat (e.g. shorebirds, seabirds) and monitoring in the

Sfuture?
We would like thank the dolphin experts for their help and continued support on our project. Our

discussions with them have been very helpful for understanding the challenges and way forward in

our project, as well as for improving this report.
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Appendix

1. Work logs

Dr. Anh Nguyen (Postdoc)

Week No. Period Duties No. of hours TOtf:l no. of
ours

1 30-NOV-2020 to 4-DEC-2020  |Data annotation for motion detection 44 44

2 7-DEC-2020 to 11-DEC-2020  |Data annotation for motion detection 44 44

3 14-DEC-2020 to 18-DEC-2020 |Develop GoPro 8 streaming API 44 44

4 21-DEC-2020 to 25-DEC-2020 |Develop GoPro 8 streaming API 44 44

5 28-DEC-2020 to 1-JAN-2021 Data annotation for motion detection 44 44

6 4-JAN-2021 to 8-JAN-2021 Data annotation for motion detection 44 44

7 11-JAN-2021 to 15-JAN-2021 [Develop system prototype 44 44

8 18-JAN-2021 to 22-JAN-2021 |Develop system prototype 44 44

9 25-JAN-2021 to 29-JAN-2021  |Develop system prototype 44 44
Develop system prototype

10 1-FEB-2021 to 5-FEB-2021 Boat trip for data collection 44 44

Il [8-FEB-2021 to 12-FEB-2021 [ D¢velop system prototype for data ) 44
collection

12 15-FEB-2021 to 19-FEB-2021 |Data annotation for motion detection 44 44

13 22-FEB-2021 to 26-FEB-2021 Data apnotation for mption detection 44 44
Boat trip for data collection

14 1-MAR-2021 to 5-MAR-2021 |Data annotation for motion detection 44 44

15 8-MAR-2021 to 12-MAR-2021 |Data annotation for motion detection 44 44

16 15-MAR-2021 to 19-MAR-2021 [Implement 3D-CNN approach for] 44 44
motion detection

17 22-MAR-2021 to 26-MAR-2021 |Implement 3D-CNN approach for| 44 44
motion detection

Dr. Hao Zhang (Postdoc)

Week | Period Duties No. of | Total no. of
No. hours hours
1 4-JAN-2021 to 8-JAN-2021 1. Survey potential literature about extension 16 44

application of object detection, such as dolphin 16
photo-ID. 12
2. Prepare a survey report (“A Survey of
Artificial Intelligence aided Dolphin Photos
Grouping and Identification™).
3. Cooperate to propose a joint-framework of
dolphin detection and photo re-identification.
2 11-JAN-2021 to 15-JAN-2021 1. Join boat trip for data collection 8 44
2. Help to prepare Chinese version of Abstract 8
for Dolphin Photo-ID proposal. 28
3. Research problems of false positives of
dolphin detection (waves etc.,) and propose to
adopt motion patterns to filter waves from real
detected dolphin.
3 18-JAN-2021 to 22-JAN-2021 1. Setup torch environments on server 8 44
2. Modifies codes of motion classifier to 36
distinguish dolphin and wave motions. (cont)
4 25-JAN-2021 to 29-JAN-2021 1. Join boat trip for data collection 8 44
2. Watch and prepare video data for motion 36
annotation. (cont)
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working flow of the dataset collection and

labeling system.

5 1-Mar-2021 to 5-Mar-2021 1. Label false positives’ motions (cont). 44 44
6 08-Mar-2021 to 12-Mar-2021 1. Label false positives’ motions (cont). 44 44
7 15-Mar-2021 to 22-Mar-2021 1. Get a trained detector from Anh, and write 20 44
corresponding visualization codes. 24
2. Set up a Yolov5 alternative detector for
computationally speeding up.
8 22-Mar-2021 to 27-Mar-2021 1. Use the accumulated false positives as extra 44 44
categories for detection training.
2. Write visualization code for the Yolov5
detector.
9 29-Mar-2021 to 31-Mar-2021 1. Visually compare detectors trained 26 26
with/without false positives.
10 1-April-2021 to 2-April-2021 1. Label false positives (cont). 16 16
11 05-April-2021 to 09-April-2021 | 1. Label false positives (cont). 44 44
2. Re-Train Yolov3 detector with newly added
data.
12 12-April-2021 to 16-April-2021 | 1. Join boat trip for data collection 12 44
2. Feed collected video into Yolov5 detector to 16
obtain dolphin detections (including both 16
true/false positives).
3. Continue manually annotate false positives
on top of the result in step 2.
13 19-April-2021 to 23-April-2021 | 1. Continue label newly collected data. 40 44
2. Retrain Yolov5 detector, the new detector’s
robustness benefits from more data.
14 26-April-2021 to 30-April-2021 | 1. Join a boat trip for data collection. 12 44
2. Continue to label newly collected data 32
15 3-May-2021 to 7-May-2021 1. Join boat trip to collect dolphin data 12 44
2. Label false positives (cont). 36
16 10-May-2021 to 14-May-2021 1. Label false positives (cont). 44 44
2. Re-Train Yolov5 detector with newly added
data.
17 17-May-2021 to 21-May-2021 1. Join boat trip for data collection 12 44
2. Write and edit WACV manuscript “Find 32
Dolphin in the Wild: Dataset, Algorithms and
Prototype System”
18 24-May-2021 to 28-May-2021 1. Write and edit WACV manuscript “Find 44 44
Dolphin in the Wild: Dataset, Algorithms and
Prototype System”
19 31-May-2021 to 31-May-2021 1. Write and edit WACV manuscript “Find 8 8
Dolphin in the Wild: Dataset, Algorithms and
Prototype System”
20 1-June-2021 to 4-June-2021 1. Write and edit WACV manuscript “Find 44 44
Dolphin in the Wild: Dataset, Algorithms and
Prototype System”
21 7-June-2021 to 11-June-2021 1. Write and edit WACV manuscript “Find 44 44
Dolphin in the Wild: Dataset, Algorithms and
Prototype System™
Summarize finished jobs and handover to Dr.
Zhang Qi
22 14-June-2021 to 18-June-2021 Summarize finished jobs and handover to Dr. 44 44
Zhang Qi
Dr. Qi Zhang (Postdoc)
Week | Period Duties No. of | Total no.
No. hours of hours
1 13-May-2021 to 15-May-2021 1. Get familiar with the project, especially the 20 20
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17-May-2021 to 22-May-2021

1. Take over the rest work of Anh: system
prototype design, system deployment.

44

44

24-May-2021 to 29-May-2021

1. Join boat trip for data collection and
preprocess the collected data.

2. Re-train and evaluate the Faster-RCNN
network on the large dataset dolphin-14k (the
previous model was trained on the small dataset
and the evaluation metric was not suitable).

44

44

31-May-2021 to 5-June-2021

1. Work for the WACV deadline, including
dataset analysis, figure plotting, and
experiments.

44

44

7-June-2021 to 12-June-2021

1. Work for the WACV deadline: train the
FCOS on the large dataset, report the
performance on the same metric and running
speed.

2. Take over the rest work from Dr. Hao Zhang.

44

44

14-June-2021 to 19-June-2021

1. Take over the rest work from Dr. Hao Zhang.

44

44

21-June-2021 to 26-June-2021

1. Summarize and clean the collected videos
from the previous surveys.

44

44

28-June-2021 to 3-July-2021

1. Develop the new system interface under the
same platform as the model.

44

44

5-July-2021 to 10-July-2021

Develop the new system interface under the
same platform as the model for single camera
System.

44

44

10

12-July-2021 to 17-July-2021

Develop the new system interface under the
same platform as the model for single camera
system.

44

44

11

19-July-2021 to 24-July-2021

GUI development and work on the multi-GoPro
camera connection issue.

44

44

12

26-July-2021 to 31-July-2021

Join the data collection survey, GUI
development and work on the multi-GoPro
camera connection issue.

44

44

13

2-Aug-2021 to 7-Aug-2021

Test several possible ways to stream the frames
from 2 GoPro cameras to the same PC.

44

44

14

9-Aug-2021 to 14-Aug-2021

Test multi-camera streaming methods and
update the paper for ACM MM Asia 2021.

44

44

15

16-Aug-2021 to 21-Aug-2021

Use another PC to capture and forward the 2nd
camera frames for multi-camera system.

44

44

16

23-Aug-2021 to 28-Aug-2021

Go through the videos for comparison with
human detection time.

44

44

17

30-Aug-2021 to 4-Sep-2021

Add more evaluation metrics of the results of the
method (precision, recall, etc.)

44

44

18

6-Sep-2021 to 11-Sep-2021

Deal with the category balance issue in the
current dataset distribution.

44

44

19

13-Sep-2021 to 18-Sep-2021

Collect data and implement on 2-stage based
method.

44

44

20

20-Sep-2021 to 25-Sep-2021

Collect data and implement on 2-stage based
method.

44

44

21

20-Sep-2021 to 25-Sep-2021

Test and compare the 2-stage based method.

44

44

22

27-Sep-2021 to 2-Oct-2021

Test and compare the 2-stage based method.

44

44

23

4-Oct-2021 to 9-Oct-2021

Go through the latest data for comparison with
the human records.

44

44

24

11-Oct-2021 to 16-Oct-2021

Update the 2-stage based method and adjust the
training method.

44

44

25

18-Oct-2021 to 23-Oct-2021

Develop and test the system on the Notebook
PCs.

44

44

26

25-Oct-2021 to 30-Oct-2021

Develop and test the system on the Notebook
PCs, and compare the running speed with
different streaming strategies.

44

44

27

1-Nov-2021 to 6-Nov-2021

Collect data and adjust the model setting on the
notebook PCs for better testing performance.

44

44
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28 8-Nov-2021 to 13-Nov-2021 Combine the current GUI with the model 44 44
together and test on the notebook PC.

29 15-Nov-2021 to 20-Nov-2021 Develop the system interface and modify the 44 44
paper for camera-ready submission.

30 22-Nov-2021 to 27-Nov-2021 Develop the system interface and add more 44 44
functions, and prepare for the field test.

31 29-Nov-2021 to 4-Dec-2021 The first field test, and process the data and 44 44
evaluate the performance.

32 6-Dec-2021 to 11-Dec-2021 Evaluate the performance compared with human 44 44
detection time and the conduct the second field
test.

33 13-Dec-2021 to 18-Dec-2021 Process the data and evaluate the performance. 44 44

34 20-Dec-2021 to 25-Dec-2021 Evaluate the field test performance, and write the 44 44
report draft for the project.

35 27-Dec-2021 to 31-Dec-2021 Write the final report for the project. 44 44

2. List of Project Assets

List of project assets is not disclosed due to confidentiality reasons.
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3. Recruitment Records

Job advertisements

Recruitment records are not disclosed due to confidentiality reasons.
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4. Financial Audits

Details of financial audits are not disclosed due to confidentiality reasons.
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